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Motivation & Background

Motivation

m HuBERT [1] is trained with frame-level units as targets, limiting their performance in general spoken language understanding (SLU) tasks.
m Previous approaches use ASR + NLU (traditional) or end-to-end NLU [2] frameworks to alleviate the issue, but these require expensive paired transcripts.

Background: VG-HuUBERT |[3]

m It is a visually-grounded speech (VGS) model that reaches state-of-the-art performance in word segmentation tasks.
m It is trained with image-speech pairs, eliminating the dependence on paired transcripts.

Can we enrich the semantic information of self-supervised speech models by incorporating word-level units without the need for paired transcripts?

Methodology

Key Ildea

m Utilize word boundaries from VG-HUBERT |[3] to provide word-level supervision without paired speech-text data.
m Incorporate frame-level and word-level targets to further enhance semantic information.

Method

m Aggregate representations within word boundaries from VG-HuBERT [3] to generate pseudo word-level targets.
m Single PW-HuUBERT fine-tunes HUBERT with pseudo word-level targets.

m Hierarchical PW-HuUBERT employs frame-level targets in shallower layers and pseudo word-level targets in deeper layers, based on the insight from [4] that higher-level
information resides in deeper layers.
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Results
Table 1. HUBERT 4 is a 14-layer version of HUBERT with the same number of parameters as PW-HuBERT.

Dataset SLUE SLUE Phase-2 SNIPS ZeroSpeech

SA NER NEL SF IC | Lib. Syn.

Metric F1 1+ F1 / Label F1 1+ Frame F1 / Word F1 1 F1 1 Similarity 1
HuBERT 45.27 51.6 / 64.8 57.54 / 61.14 38.16 98.57  5.71 6.79
HuBERT 4 44 54 51 / 66.8 538.43 / 61.84 33.18 98.71 | 5.11 6.63
VG-HuBERT 451 414 /523 47.11 / 51.52 84.98 08.42 8.42' 9.971
Single PW-HUBERT | 48.7  52.5 / 67.3 50.44 / 63.51  88.32 98.44 | 5.16 6.88
Hierarchical PW-HuBERT 49.06 55.3 / 68.6 61.28 / 65.55 88.25 98.85 6.55 9.02

Observation

m Both Single and Hierarchical PW-HuUBERT outperform baselines on general SLU tasks, showing the benefits of word-level targets.
m VG-HuBERT shows improvement in ZeroSpeech due to its similar training setup', but it adversely affects general SLU tasks.

Analysis Conclusion
m Propose a framework that incorporates pseudo word-level targets from a VGS
_ HuBERT SLUE SLUE 2 SNIPS model into training without the necessity of paired speech-text data.
Architecture Targets SA NER NEL SF m Demonstrate the advantage of jointly training with frame-level and word-level
Herarchical X 4494 536/679 594  88.4 targets.
/  49.06 55.3/68.6 61.3 883
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