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Background

Global Uniformity?

Soft Separation and Distillation Experiments

Dimensional-Scaled Regularization

Key idea: assign client-specific subspaces, encouraging 
representations to spread toward diverse directions

Projector 
Distillation

Why? Empirically, DSR enhances uniformity at the embedding
level, but does not transfer to representation level.

Problem: Under non-iid setting, local optimization 
fail to achieve global (inter-client) uniformity.

Alignment: make similar samples closer

Uniformity: keep maximal information

Unsupervised Representation Learning

Federated Learning

Transfer Learning

Soft vs. Hard Separation

• non-iid data dist. across clients

• clients cannot share features or raw data

Hard sep increases uniformity, 
but at the cost of alignment.

Soft sep (ours) increases both 
uniformity and alignment.

Limited Inter-client Uniformity

Why not remove the projector?


